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This document describes the first version of the upgraded kinetic Monte Carlo (kMC) model

1 Introduction

which has been modified to be used for SONAR project. The objective of developing this kMC
model is to simulate the electrochemical phenomenon inside the electrochemical double layer
(EDL) region of a methyl viologen (MV)/4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl (4 — HO —
TEMPO) redox flow battery (RFB) system.

Kinetic Monte Carlo is a popular computational tool that solves complex systems with random
numbers [1][2]. During the past few decades, it has been well applied to computational chemistry
and material science due to its outstanding efficiency and simple versatility [3][4][5]. In this study,
the algorithm that we used is the so-called Variable Step Size Method (VSSM) which is one of the
most popular kMC algorithms. The process of a VSSM algorithm is listed as follows (Figure 1):

1) Define an initial state of the system with related conditions;

2) Search for all the possible event i for the current state, and calculate the rate k; of each

event;

3) Generate the first random number p; € (0,1) to choose and execute a possible event j

according to Eq.1;

j-1 j
Z' ki <Zkip1 < ] ki (1)
=1 7 =1

4) Generate the second random number p, € (0,1), and update the simulation clock by

adding a time step At (Eq. 2)

At = — ,02. (2)

5) Check if the system meets the cut-off condition or not. If not, restart from step 2). If so,

stop the simulation.

The model of Task 3.1 is originated from the previous work of a kMC model developed by our
team [6], which simulates the semi-solid redox flow battery systems. This model considers the
volume expansion of silicon particles during the discharging process and the dynamic electronic
percolation networks induced by a suspension of carbon particles. The various particle diffusion
rates are also considered by calculating the slurry's viscosity dynamically.
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Based on that model, we implemented the impact of EDL and the calculation of reaction rates

in the specific context of organic redox flow batteries. The following part of this report will introduce

our model which is capable of simulating three types of events: molecular diffusion,

electrochemical reaction (discharge) and formation of dimers, the latter being one ageing

mechanism recognized to happen in the batteries under investigation here. Section 2 presents the

calculation of these event rates without considering the EDL impact, which is discussed later in

Section 3.
A system with n particles and Check if the system meets the — [ Update the grid
m possible types of events stop condition or not
. . (@) 0000
adsorption / desorption Yes 0000
‘ o © e 00
L O] ©/@0/0
|© 8 ® Stop the Q0 0o
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Q0 reactions
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Compile an event list with Generate the first random number Generate the second random
their rates p1 € [0,1] to choose an event number p, € [0,1] to update
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Figure 1. Computational workflow behind our kMC - VSSM algorithm.

2 KMC model description

2.1 General assumptions
The model presented in this report is based on the following assumptions:

- The system is simulated under isothermal conditions. The temperature fluctuation is not

taken into consideration in this study;
- The electrode surface of the redox flow battery system is assumed to be flat;

- The cross-over effect is not considered. We assume the discharge process to be

symmetrical, and our model focuses only on the negative electrode;

- The thickness of the EDL region is much smaller than the one of the boundary layers.

As the model is under development, more details, i.e. convection, membrane cross-over

effect, would be included in the future version, providing a broader spectrum of dynamic factors to

be explored through simulations.
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Our KMC model is supported on an “on-lattice” approach. We chose a cubic mesh to build the
simulation grid. The mesh unit size was set to be 8 A, which is similar to the solvated methyl
viologen molecules modelled in BIOVIA Materials Studio [7]. Only solvated MV*, MV?*

[MV]°and CI~ are represented inside the grid. Each MV*, MV2*, [MV]° and CI~ occupies one
grid unit. The size difference between methyl viologen molecules and chloride ions are neglected
while building the mesh since the number of grid units is large enough to cover the target
concentration.

On the other hand, all the molecules and ions sizes are respectively considered when
encountering calculations. To simplify the computational process, we neglect their molecular
shape, thus each considered molecule takes only one unit, and their rotations can be neglected.
For those empty grid units, they were assumed to be fulfilled with water molecules and electrolyte
ions which do not participate in the reaction. However, even if we do not represent them in the
grid unit, their impact on the motion and reactions of the molecule is still captured by considering
the Frumkin effect as it will be discussed later in this document.

The simulation box was separated into three parts to represent our EDL model, as shown in
Figure 2. The electrode surface is located on the top of the simulation box. The thickness of the
compact layer d was set to 1.6 nm, which is also considered as the electronic tunnelling distance.
The rest of the simulation box represents the diffuse layer. Outside the simulation box is the bulk
which is not illustrated in Figure 2. The entire simulation box is a cube with a size of 8 x 8 x 15

grid units on each side (length x width x height).

5 Electrode surface
g
t |
-]
(-9
£
(-]
W
\

o i ‘
s
™ iy
=
£
n \

.

Figure 2. 2D schematic demonstration of the initial simulation grid arrangement. The light blue particles
represent MV", and the yellow particles represent CI” ions.
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During operation, both the anolyte and the catholyte are stocked separately in external

2.3 Boundary conditions

reservoirs and pumped through the cell stack to react. The electrolyte flow is assumed to be
constant, and the back-flow is assumed to be negligible. While the electrolyte flowing through the
reactor, the oxidation of MV * takes place in anolyte. Cl~ transfer across the membrane to balance
the charge.

In this work, we have aimed to simulate the galvanostatic discharging process of a low
concentration electrolyte system where the initial concentration of MV * is set at 0.2 M. The initial
concentration range can be expanded to 1.5 M with future modelling development, which is the
typical concentration used in large scale Redox Flow Batteries [8].

The simulation lattice in our model represents only the EDL region with periodic boundary
conditions. While discharging, the material balance and the charge balance inside the simulation
grid are expressed respectively by Eq. 3 and Eq. 4

dCMV2+ chv+
= — 3
dt dt ®)
Cyyz+ = 2Cyp2+ + Cyy+ — Cor- (4)

where c,,+ is the concentration of MV ™", c,,2+ is the concentration of MV?*and c.- is the

concentration of Cl~. Outside the simulation box is the bulk of electrolyte where the charge

neutrality is kept during the whole discharging process.

2.4 Basic events and rates calculation

2.4.1 Diffusion event and diffusion rate

As we assume the EDL region is inside the boundary layer, the convection due to the supply
flow is neglected, and the main molecular displacement considered in this work is diffusion.
Diffusion is generated only by translation with a step size equalling to the mesh size, and no
overlapping in the grid is tolerated. All the considered species are assumed to be mobile except
[MV]° due to its insolubility.

The diffusion rate K;;¢; is measured by Eq. 5 and the diffusion coefficient Dy;¢f is expressed
by the Stokes-Einstein equation as presented in Eq. 6, where kg is the Boltzmann constant, T is

the system’s absolute temperature, u is the dynamic viscosity of the negolyte, r is the
SONAR Deliverable Report
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hydrodynamic radius of the considered species i and A is the cross-sectional surface area of the
considered species [3][4]

D .
Kaifr = ‘fo (5)

kgT
6muT;

Dairr = (6)

The Stokes-Einstein equation takes the dynamic viscosity of the electrolyte and the
molecule’s size into consideration. By substituting the corresponding values of MV * and MV 2%,
we obtained the calculated diffusion coefficient around 2 x 107% cm?/s which is similar to the
value extracted from experimentations for low concentration methyl viologen electrolyte [10].
2.4.2 Dimerization events

According to Hu et al. [11], the capacity loss of the methyl viologen based negolyte is mainly
caused by the polymerizations. A general formation of dimers and some trimers and quadrimers
formation have been observed for a low concentration anolyte (0.1 M). For a high concentration
case, 1M or higher, it is reasonable to expect a formation of n-mers [12].

This phenomenon is also included in our model to study further the degradation of the target
ORFB system. In this work, we focus only on the dominant degradation effect of lower
concentration case, the dimerization. It is believed that a disproportionation reaction often follows
the formation of dimers and generates a MV?* and a [MV]°. The later one is insoluble and will
precipitate out [12].

In our model, the dimerization event is generated when two MV ™ locate in neighbouring grid
units. The produced dimers are assumed to decompose immediately and end into a MV?* and a
[MV1°. The dimerization kinetics is described by a constant K (Eq. 7) extracted from the previous
work of Liu et al. [10]. They explored a full-cell cycling test using 4-HO-TEMPO as catholyte. The
cycling condition was 0.5 M MV* and 0.5 M 4-HO-TEMPO with 1.5 M NaCl as supporting salt.
The input current density was 60 mA/cm?. Their work pointed out that the capacity retention rate
of a full-cell system is overall 99% per cycle which will be lower when increasing the electrolyte

concentration.

Kiimers = K, if two MV are next to each other
Kiimers = 0, other situations
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2.4.3 Electrochemical reaction - discharging events

The objective of this work is to study the electrochemical kinetics of the methyl viologen
system. Our target electrochemical reaction is the oxidation of MV *. This discharging event only
takes place inside the electronic tunnelling distance, which is considered to be the same value as
the thickness of the compact layer.

The discharging kinetics is described by the Eyring’s expression from the Transition-State-
Theory. Previous work by our group [8][9] pointed out the term E; in the equation needed to be
corrected by adding the f (o) term which is a function of the electrode surface charge density o.
The calculation of f(g) is explained in details in the next section of the report. E; is the
reorganization energy of the electron transfer process from the Marcus’ theory which can be
obtained through Density Functional Theory (DFT) calculations. The reorganization energy
captures the free energy barrier of the electron transfer in the electrolyte.

After the correction, the reaction rate is expressed as Eq. 8:

kT (—EA + f(a)) (8)

where k, stands for the vibrational frequency of the transition state. h and R are the Planck
constant and the ideal gas constant. —E, + f (o) is noted as the effective reorganization energy

(the sign depends on whether the occurring reaction is oxidation or reduction).

3 EDL model and the impact on kMC kinetics

Similarly to the classical Gouy-Chapman-Stern theory [15], our EDL model consists of a
compact layer fulfilled by solvent molecules and ions (adsorbed or not) and a diffuse layer where
the concentration of the oppositely charged ions decreases along with the distance from the
surface. The geometry structure of the EDL is shown in Figure 3.

The length of the EDL region is measured as the Debye length A, and is calculated by the

£ kgT
dp= [T (9)
2ico(zie)
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In Eq. 9, &, is the electric permittivity of vacuum. g, is the relative electric permittivity of the bulk
electrolyte. e is the elementary charge. ¢} and z; are respectively the concentration and the
valence of related species i. By substituting the corresponding values of methyl viologen
electrolytes, we obtained the Debye length A5, which is around 10 nm and varies slightly with

different states of charge.

H,O dipolar

Carbon felt electrode

Compact _ ¥ Tz=L+d
layer T
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Figure 3. Schematic illustration of the EDL structure. The thickness of the diffuse layer is L. The
thickness of the compact layer is d. Oriented water dipoles are indicated with arrows.

The previous research by our group [16] indicated that the electrostatic potential of the rigid
electrode surface ¢ is calculated by the sum of the electrostatic potential outside the compact
layer ¢, (potential at the interface between the compact layer and the diffuse layer) and the

potential drop n between the electrode and the electrolyte (Eq. 10).
®= ¢, +7 (10)

3.1 Compact layer model
To calculate the potential drop n through the compact layer, we consider it as the sum of two

different potential drops, A n; and A n,. A n, is the potential drop related to the thickness of the
compact layer and the charge density on the electrode surface . A 1, is the potential drop related

to the adsorbed species charge density ', which is also a function of ¢. In the present work, we
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only consider the adsorbed water dipoles, while more related absorbable species will be included
in the future work when DFT calculations in this respect will be performed in WP 2.

The charge density on the electrode surface ¢ is expressed through the input current density
Jinp @nd the Faradaic current density /g4, as shown in Eq. 11:

do
]inp —Jrar = _E (11)

The Faradaic current density Jp,,- is generated by the oxidation reaction on the electrode
surface and calculated through Eqg. 12 where AQ is the total charge transferred by all the

electrochemical reaction events. S is the electrode surface, and At is the total simulation time.

AQ

Jrar = SAt (12)

The value of charge density on the electrode surface o impacts both potential drops, A n;
and A n,, which then affects the discharging kinetics. The first potential drop A n, is expressed

through Eq. 13 where ¢, is the relative electric permittivity of the compact layer:

od

EoécL

Am = (13)

The adsorbed water dipole charge density I'(o) is related to a layer of punctual water dipoles.
The dipolar surface density I depends on the number of water dipoles per unit area and their

orientations (Eq. 14):

r=p@-—n) (14)

To simplify the simulations, we divided all the adsorbed water dipoles into two categories,
those pointing towards the electrode and those pointing towards the electrolyte. In Eq. 14, n and
n refer to the number of water dipoles per unit area of these two categories respectively. p is the
dipolar moment of a water molecule.

We denote n,,,, as the maximum number of available sites per unit area which leads us to
the following relation
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+n+ Nfree = Nmax (15)

SU

1 . . . .
where 1,4, = ——=,dm s the thickness of a water molecule, and ns,.. is the number of free sites
m

per unit area.
By applying the law of mass action and considering the adsorbed water dipoles orientations,
the surface adsorption equilibrium reactions are expressed in Eq. 16 and Eq. 17 with their

corresponding activation energy AGy, o and AGy, o

R —AGy,o
1= Op,0MNfree exp( RTZ ) (16)
o ~AGyo
n = Op,oNfree exp( RTZ ) (17)

where 0y, is the water surface fraction on the electrode surface (dimensionless).

Following the previous theory of our group [16], the activation energy term can be separated
into three distinct terms:

AGy,o = AGEG™ + AGES + AGS” (18)

where AGf,ZSm is the chemical adsorption energy assumed to be constant and independent of the
dipolar orientation (Eq. 19). AGf,’Z%C is the electrostatic energy related to the work of electrical field
to carry a dipole from infinite distance to the electrode surface. AG}JZ‘%” is the interpolar interaction

energy. The latter two terms are odd functions of the adsorption directions as expressed in Eq. 20
and Eq. 21.

AGEIE™ = AGEhG™ = AGEE™ (19)
AGES = —AGESS (20)
AGIET = —AGHST 1)

Therefore, based on the adsorbed dipole’s orientation, we have the activation energy of both
adsorption reactions (Eq. 22 and Eq. 23):
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AGHZO — AGChem + AGelec + AGmter (22)

AGHZO — AGchem AGelec AGlnter (23)

According to the previous work of our group [13], the electrostatic energy and the interaction
energy can be calculated through Eq. 24 and Eq. 25:

Nypo

AGelec — 24
€oécL (24)
3]N,p?
agimer = SBINPT gy (25)
2mEgEpLdm

where N, is the Avogadro constant. ¢[3] is Riemann Zeta-function which equals to 1.202. To

simplify the notation, we combine AGe’eC and AG”“” and denote X; as:

AG elec + AG mter
X =
H,0 = RT

(26)

After the combination of Eq. 16 - Eq.18, Eq. 22 - Eq. 25, we have the expression of Xy, o,

which is a transcendental equation as follows:

a-c- sinh(—XHZO)

XHozbO-+

2 dp’(1+a- cosh(Xy,0))
with a = 20,0 exp <%Them>'b - kBTzosCL' - 27rkj’1["3£]oz;dm @7)
Eqg. 14 then becomes
ro)= dmj(.lp; ani;:(f;z)o)) 28
Therefore, A 7, is calculated through
A= 29)
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By substituting the values of A n, and A n,, we obtain the total potential drop 5 through the
compact layer, which impacts the electrochemical kinetics through the f (o) term (Eq. 30):
od I'(o)

+
€o€cL  €ofpL

f(0) = aFn = aF( (30)

a is a pre-factor which signifies the equilibrium state of the reaction, and F is the Faraday constant.

3.2 Diffuse layer model

The calculation of the electric potential ¢ and the electric field E within the diffuse layer was
carried out by integrating a solver for the Poisson equation within the kMC simulation. Concretely,

the Poisson equation is defined as:

p
oépL

Vi = - (B

where p is the volume charge density.

_ Electrode surface
5 —
N DAARMA ASSEEL AL
% ST A B
3 LA i
S o : .

A .
5 \
=2
o
3 ~
E -

I
W HE CHA HE

Original kMC grid indice x 1 2 3 4 5 6 7 8
Finer grid indicei 123 4567 8 910111213141516

c \Imvzt I mv+

Figure 4. Illustration of the indices of the finer grid for Poisson equation and the indices of the kMC grid.
The relation between the two different indices are as follows: i = 2x—1; j=2y—1; k=2z - 1.

This differential equation is then solved using the Finite Difference Method on a finer cubic
grid with indices i, j and k, composed of even subdivisions of the original grid used for the kMC
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as shown in Figure 4, such that the particle centres in the original grid always lie on top of the grid
points used for solving Eq. 31. We approximate the MV*, MV2* and MV~ as point charges,
therefore the charge density is defined as

N
p() = Y ezd(r—1) (32)
i=1
where § is the Dirac delta function.
The boundary conditions employed for solving the Poisson equation in a simulation box with
dimensions Ly, L,, L,, are the following:
1) Dirichlet boundary conditions: ¢;;, = 0, simulating the reference potential at the bulk

electrolyte;

2) Neumann boundary conditions: a¢/az|-.L = 0/50£DL'
Lz
3) Periodic boundary conditions ati = j=0,i = Ly,andj= L,

The discretization of Eqg. 31 leads to a system of linear equations
A-x=b (33)

where A is the coefficient matrix containing the linear relationship between the electric potential
and the charge density, x is a flattened vector containing the values of the electric potential at grid
points i,j, and k, and b contains the information about the charge density and the boundary
conditions. Direct solution by inversion of matrix A is possible; however, it is important to realize
that, by construction, matrix A4 is sparse. We can then take full advantage of the SciPy [17] sparse
solvers for an almost tenfold performance boost, which is critical, given that Eq. 33 is going to be
solved once per kMC iteration, and it is therefore important to avoid big bottlenecks.

By calculating the gradient of the electrical potential ¢ inside the diffuse layer, we obtain the

electrical field distribution at each grid nodes of the diffuse layer
Egjr) = =V (34)

The electrical field generated by the EDL structure influences the displacement of the
concerned particles by migration. To include this mechanism, we describe the migration and the

diffusion together by considering the initial diffusion rate as the hopping rate and adding the
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Arrhenius type expression of the electrical field jumping frequency impact which is shown in Eq.
35 [18]:

+zerE (x,y'z)>

Khop = Kaisr exp ( kpT

(35)

The numerator of the exponential term is the needed electrical field work to generate the hopping
event. The value of the electrical field E(,, , in Eq. 35 corresponds to the position of each
displaceable particle position on the simulation grid. The ‘+’ sign depends on the charge carried
by the concerned particle, the hopping direction and the electrical field direction. For example,
when considering a hopping event along the electrical field direction of a positively charged
particle, the electrical field assists the hopping event and increases the hopping rate. While an

opposite hopping direction is unfavourable by the electrical field and the hopping rate will
decreased.

4 Result and discussion

In this work, we simulate the anolyte system under galvanostatic conditions. The initial
concentration of the MV* electrolyte was set at 0.2 M, with a 100% state of charge. We assume
the reference electrode is NHE. The results are shown below. Figure 5 (a) and (b) are respectively,

the concentration and the potential evolution during the discharging process.

0.200

—_— MVt o0 H— electrode potential

—_— 2 —— Potential drop
0175 =k
—  phi_inter

I 'lel,'.krtll'{x“‘; ) i gy ‘“w."*\q‘um | vl it
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Figure 5. (a) Calculated concentration evolution during a galvanostatic process; (b) Calculated potential
evolution during a galvanostatic discharging process.
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At the beginning of the discharging process, the electrochemistry dominates the system
dynamics, and a large number of electrochemical reactions occur. With the discharging of MV *,
negative charges accumulate on the electrode, and the positive charges accumulate inside the
EDL region. This fact creates an electrostatic field pointing to the electrode inside the EDL region,
which impacts the electrochemical reactions and the molecules motions.

As shown in Figure 5, during the whole discharging process, the potential drop n remains
negative and keep decreasing. According to Eq. 8, the decreasing potential drop 5 slows down
the electrochemical kinetics and leads the system into a relatively steady state where molecule
displacement dominates the system dynamics until the end of the simulation. As we set the
dimerization rate at a relatively low value, the formation of dimers is not yet observed from the
results.

Figure 6 presents four configurations from different states of charge levels, which
demonstrates the migration dominated molecule motions. As shown in the figure, positively
charged molecules (MV* and MV?*) move towards the electrode surface, and the negatively
charged particles are repelled from it. As the discharge progresses, the electric field becomes
stronger, which attracts more positive charged particles approaching the electrode surface.

\ s /
\ /

: ( “\\ /
@ \ /
N\ v
SoC 50 S SoC 30 5
o D & \‘r\M
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) O n 2%,
PR /

MVt @ My cl?

Figure 6. Calculated particle distribution along the discharging process (dimerization events are not
activated).
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We intend to upscale the simulation to provide effective electrochemical quantities as lumped
factors to the continuum models developed in WP 4. The first lumped factor is the equivalent
capacitance of the EDL region C,, which is calculated through

—c din+¢.) 36
]inp_]Far — Leq dt ( )
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Figure 7. Faradaic current density evolution Figure 8. Equivalent capacitance evolution

Figure 7 and Figure 8 are respectively, the calculated evolution of the Faradaic current
density and the equivalent capacitance. At the beginning stage, due to the tiny time step caused
by the initial condition, the absolute values of /¢, and C,, are significant, which stabilize along the
simulation process.

In order to reach the steady state of the system, the simulation needs a massive number of
iterations which makes the computational cost very expensive. Moreover, reaction rates decrease
significantly during the discharging process. As a consequence, the reaction event is rarely
chosen, and the hopping events waste much computational capacity, which limits the simulation
condition to low concentration anolyte systems.

In order to solve this problem, we have analysed several available approaches. The simplest
ones are either decreasing the hopping rates manually to reduce the difference between the
hopping rates and the reaction rates or deleting the hopping event completely. The former
approach needs a lot of parameter testing, and the system will lose a part of its dynamics. For the
latter approach, if we remove the hopping event, the discharge event can no longer occur after all
the MV* inside the compact layer are discharged. Mason et al. suggested another approach which
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eliminates all the repeating hopping events to make the displacement more effective. However,
this approach is highly demanding in computational resources as well [19].

Recently, Cao et al. reported a fast species redistribution approach to accelerate the kMC
simulations [20]. Their algorithm separates all the concerned particles into two categories: fast
species which have possible fast events and slow species which only have slow events. The
redistribution process is then executed as a particular operation and ensures the reasonable
redistributed configuration. By implementing this particular method in the KMC algorithm, their
simulation reaches longer timescales: in the immediate future, we plan to adapt this approach to

our case.

5 Conclusions and perspectives

To conclude, this report presents our new molecular scale resolved kMC model, which aims
to simulate the galvanostatic discharging process of a methyl viologen negative electrode system.
This model intends to bridge the gap between the DFT calculations of WP 2 and the continuum
model of WP 4.

In order to investigate the interplaying between the EDL structure and the electrochemical
reactions, the model combines the VSSM algorithm with a non-equilibrium electrolyte/electrode
interface EDL model reported earlier by our team [13]. The VSSM algorithm tackles the interfacial
electrochemical kinetics while the EDL model simulates the electrostatic impact on discharging
behaviour. The simulation captures the strong impact of the EDL on the ionic transport and
electrochemical kinetics. The results of the voltage and concentration evolution demonstrate that
the responses of the model to the input current density correspond to our expectations while
further parameter adjustments favour the accuracy of the results.

On the other hand, our model encounters the general problem of KMC algorithms where the
computational capacity is wasted mainly on uninteresting particle displacement events. There are
many approaches available to solve this problem. The most promising approach is the fast species
redistribution method which was recently published by Cao et al. [20]. For the further development
of the kMC model, we intend to implement the fast species redistribution approach to save the
computational cost and accomplish more target functions, such as charging process, cyclic

voltammetry simulations, catholyte system simulation.
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